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ABSTRACT
Facial expression recognition is a very active research topic due to its potential applications in the many fields
such as human-robot interaction, human-machine interfaces, driving safety, and health-care. Despite of the
significant improvements, facial expression recognition is still a challenging problem that wait for more and
more accurate algorithms. This article presents a new model that is capable of recognizing facial expression by
using deep Convolutional Neural Network (CNN). The CNN model is generated by using Caffe in Digits
environment. Moreover, it is trained and tested on NVIDIA Tegra TX1 embedded development platform
including a 250 Graphics Processing Unit (GPU) CUDA cores and Quadcore ARM Cortex A57 processor. The
proposed model is applied to address the facial expression problem on the publicly available two expression
databases, the JAFFE database and the Cohn-Kanade database.

Keywords: Convolutional Neural Networks; Deep Learning, Embedded Developlement Platform with GPU.

. INTRODUCTION
Facial expression recognition has attracted considerable attention in the past ten years due to
their potential applications, such as human-robot interaction [1], human-machine interface [2]
surveillance [3], driving safety [4] and health-care [5]. There are many works for recognizing
the emotions, such as sadness, surprise, anger, happiness, fear, disgust, and neutrality [6-12].
However, each person gives same emotion in a different way and even the imaging
conditions changes facial expression appearance. Hence facial expression recognition is still
challenging problem. To get rid of the challenge and to achieve more accurate results, it is
looked at robust features.

Facial expression recognition methods are separated into two categories: geometric-based
methods [13-17] and appearance-based methods [18-23].

Geometric-based methods concern about the feature vectors encoding some facial geometric
properties such as distance, angle, and position to determine the shapes and locations of the
invariance points of face. For instance, in [16], 34 invariance points belong to a face
image were extracted for facial expression recognition. 20 invariance points were derived
from 74 separate landmarks in [17]. Success of the methods depends on powerful face
component detection methods to set facial invariance points, which provides a few difficult at
real life applications.

Appearance-based methods use the features extracted directly from the images but does not
include an information relating to the facial points. There are a lot of Appearance-based
methods. The most important ones are Local Binary Pattern (LBP) [18], Gabor Wavelets
[19], Local Gabor Binary Patterns (LGBP) [20-21], Scale Invariant Feature Transform (SIFT)
[22], Histogram of Oriented Gradient (HOG) [23], and Curvelet Transform [23]. Facial
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expressions make the certain regions of face change, which causes interest in just the
special regions. In [24-26], the salient features were extracted from local patches.

Facial expression recognition problem constructs a classification algorithm to separate emotions
into the classes such as sadness, surprise, anger, happiness, fear, disgust, and neutrality by
using the extracted features. In the literature, it was obtained promising results by using
Artificial Neural Networks (ANNs) [27], Support Vector Machines, (SVMs) [28], Spherical
Classifiers [29], Hidden Markov Models (HMMs) [30], K-Nearest Neighbors (KNNs) [31], and
compressive sensing based sparse classifiers [32] for recognizing facial expressions.

Classifiers receives descriptive features obtained from above methods as its inputs. Hence the
classifier performance depend on the quality of feature vectors. Moreover the methods extract
low-level features belong to facial expression but don’t extract high-level feature. However
recently the methods as called as deep learning have appeared as a promising one to
perform facial expression recognition. Deep learning methods extract both low-level and high
level features without a method. Thanks to the capability, deep learning methods has applied
successfully in both signal processing and image processing [33-36].

This article proposes a new architecture of Deep Convolutional Neural Networks (CNNs) for
recognizing facial expression. In addition, the proposed system is trained and tested on
NVIDIA Tegra TX1 embedded development platform including a 250 Graphics Processing
Unit (GPU) CUDA cores and Quadcore ARM Cortex A57 processor in order to provide
that the proposed model is usable ate real life applications. Thanks to the salient features
and structure of proposed CNN model, it is obtained both high accuracy in a fast way for
facial expression recognition

In the rest of this article is organized as follows. In Section Il, the CNNs are shortly
reviewed. In Section |Ill, the proposed CNN model is introduced. The experimental results
are shown in Section IV. Finally, the article is concluded in Section V.

I1. DEEPii CONVOLUTIONALIi NEURALIi NETWORKS

CNN is an updated version of multi-layer neural networks

[33-35]. CNNs receive as the input the images unlike conventional neural networks. The
basic layers of CNNs are called as convolutional, pooling, rectified linear units, fully
connected and loss layer. An example CNN structure is shown in Fig.l. The input size is
reduced to the end layers. In the sequential layers, the properties from low-level and high
level features are extracted.

In convolutional layer of CNNs, each input image is convoluted with Kkernels. The obtained
output image are imported to the second layer.

In the pooling layer of CNNs, it is selected the salient features in the previously
determined regions. In other way, each region is down-sampled by a non-linear down-
sampling operations such as maximum, minimum or average.

In the Rectified Linear Units Layer of CNNs, it is employed the rectifier, f(x)=max(0,x) in
the neural networks literature.

The fully connected layer of CNNs is located after the above defined layers. All neurons
at the layer are fully connected to all activations in the previous layer.

In the loss layer of CNN, different loss function is applied. For instance, softmax loss
function is used for multi class classification problems.
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16x16 input conv pooling conv  pooling conv
Fig. 1. An example process steps of Convolutional Neural Networks

I1l.  THE PROPOSED ALGORTIHM
The graphical pipeline of the proposed CNN is given in

Fig. 2. The model architecture is applied at nine layers:

Input images are given.

Convolutional layer is applied. Kernel size is 5x5, stride is 1, and pad
Maximum pooling layer is applied. Kernel size is 3x3, stride is 2, and
Convolutional layer is applied. Kernel size is 5x5, stride is 1 and pad i
Maximum pooling layer is applied. Kernel size is 3x3, stride is 1, and
Convolutional layer is applied. Kernel size is 5x5, stride is 1 and pad i
Maximum pooling layer is applied. Kernel size is 3x3, stride is 2, and
Convolutional layer is applied. Kernel size is 2x2, stride is 1 and pad i
Convolutional layer is applied. Kernel size is 1x1, stride is 1 and pad i
Finally fully connected layer is added.

is 2.
pad is 1.
s 2.
pad is 1.
s 2.
pad is 1.
s 0.
s 0.
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Fig. 2. Thi graphical pipeline of the proposed CNN model
V. EXPERIMENTS
In this section, the effectiveness of proposed CNN model is evaluated on two datasets:
JAFFE database [36] and the Cohn-Kanade database [37]. The experiments were carried out

by using Caffe software developed by University of California, Berkeley in Digits
environment [38-39].

In the second evaluation, Cohn-Kanade database was employed [36]. The database includes of
2,105 images relating to 182 students from 18 to 30 years, 15 % of which is African-
American, 15 % are female, and 3 % is Asian or Latino. Images have the resolution pixel
of 640 x 480 or 640 x 490

All image sequences includes a neutral and apex expressions. Especially the last frames
cover the most discriminative image. This article evaluate six class classifications problem the
images of the databases. Fig. 4 shows some samples of six basic facial expressions from
the Cohn-Kanade database
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In the experiments, the image size was resized into16x16. The proposed model was trained for 30 epochs. The
learning rate was selected as 0.001 for first eleven epochs and 0.002 for epochs 13-29 and 0.00001 for the end
epoch. Batch size is selected as 40. An example visualization of the proposed CNN model is illustrated in Fig. 5

Sadness Neutrality Surprise
Fig. 3. Some examples from JAFFE dataset [36]

Disgust

L

Happy Sadness Surprise
Fig. 4. Some examples fromCohn-Kanade dataset [37]
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Fig. 5. An example visualization of the proposed model in digit environment

http: // www.ijesrt.com© International Journal of Engineering Sciences & Research Technology
[360]


http://www.ijesrt.com/

THOMSON REUTERS
ISSN: 2277-9655
[Sharma * et al., 7(3): March, 2018] Impact Factor: 5.164
IC™ Value: 3.00 CODEN: IJESS7

Table | tabulates comparatively classification performances with art of state algorithms in the
literature for JAFFE database. For JAFFE databases, top 1 and top5 errors were obtained as
96.10 and 100, respectively.

Table Il tabulates comparatively classification performances with art of state algorithms in the
literature for Cohn-Kanade database. Top 1 and top5 errors were obtained as 98.70 and
99.10, respectively. As can be seen from Table | and IlI, the obtained results are the best

one and the proposed model outperform the others

TABLE |I. PERFORMANCE COMPARISON ON JAFFE DATASET

Study Method Recognition
(%)

The proposed CNN  model Topl1:96.10

Top 5:100
[23], 2016 | Local curvelet transform 94.65
[46], 2015 Deep belief network 90.95
[20], 2012 Radial encoded Gabor 89.67

jets
[40], 2011 Patch-based-Gabor 91.00
[41], 2010 Salient feature vectors 85.92
[42], 2008 WMMC 65.77
[43], 2007 KCCA 67.00
[44], 2008 DCT 79.30
[45], 2010 FEETS + PRNN 83.84
TABLE Il. PERFORMANCE COMPARISON ON COHN-KANADE DATASET

Study Method Recognition
(%)

The proposed CNN  model Top 1: 98.70

Top 5: 99.10
[23], 2016 Local curvelet transform 95.17
[46], 2015 Deep belief network 98.57
[19], 2009 Boosted LBP 95.15
[19], 2009 LBP 92.60
[37], 2011 Patch-based-Gabor 91.00

V. CONCLUSIONS

In this article, a new facial expression recognition algorithm is proposed based on CNN. An
appropriate CNN architecture was selected. Convolutional layer numbers, kernel and stride
sizes, and pooling structures were determined. Experimental were constructed on JAFFE
database and the Cohn-Kanade database. The obtained results showed that the proposed
system outperforms the geometric and appearance abed methods approaches in the literature.

The proposed system can be applied at real life applications. In order to prove the
capability, the proposed system was trained and tested on NVIDIA Tegra TX1 embedded
development platform.
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